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Abstract. This paper proposes the incorporation

of techniques from stereophotoclinometry (SPC) in a

structure-from-motion (SfM) system to estimate the sur-

face normal and albedo at detected landmarks. In con-

trast to the traditional SPC paradigm, which relies on

human-in-the-loop verification and a priori information

to achieve accurate results, we forego the expensive maplet

estimation step and instead leverage dense keypoint corre-

spondences from a deep learning-based keypoint detection

and matching method to provide the photogrammetric con-

straints. The proposed framework is validated on imagery

of the Cornelia crater on Asteroid 4 Vesta.

Introduction. Missions to to small bodies (e.g., as-

teroids, comets) currently rely on an extended charac-

terization phase, where a shape model is reconstructed

from images acquired during a ground-controlled trajec-

tory around the body. Shape models are essential for

characterizing the body and estimating the spacecraft’s

relative pose in subsequent phases.1 However, the cur-

rent shape reconstruction method, stereophotoclinome-

try (SPC), relies on humans-in-the-loop and accurate a

priori information to ensure accurate results. Specifi-

cally, SPC attempts to estimate a collection of digital ter-

rain maps (DTMs), high-resolution local topography and

albedo maps, through direct alignment of ortho-rectified

projections, or orthoimages, of a given surface patch from

multiple images predicated on an initial shape model and

accurate a priori estimates of the spacecraft’s pose (posi-

tion and orientation). Photometric stereo techniques are

applied to derive surface gradients and albedos of the im-

aged surface patches at each pixel of the orthoimages. The

local topography solution is fixed upon convergence, typ-

ically requiring human input to achieve precise alignment

to the images, and used to refine pose and landmark esti-

mates through a multistep iterative process by rendering

the DTM and aligning it across multiple views.1

In contrast to the traditional SPC approach, this work

proposes to combine dense keypoint correspondences from

recently proposed “detector-free” matching methods, i.e.,

DKM,2 with photometric stereo constraints and Sun vec-

tor measurements in a Structure-from-Motion (SfM) sys-

tem to estimate surface normals and albedos at estimated

landmarks. The proposed framework (illustrated in Fig.

1), which leverages factor graphs3 to model and solve the

complex SPC estimation problem, forgoes the expensive

local maplet estimation step, eliminates reliance on a pri-

ori information, and streamlines the optimization pro-

cess. We apply the proposed framework to real imagery

of the Cornelia crater on Asteroid 4 Vesta, demonstrating

precise alignment to an SPC derived map.
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Figure 1. System overview.

Small Body Photometry. Photometric stereo (PS)

is the process of determining surface gradients and albe-

dos of an object by observing it from different viewpoints

and lighting conditions and is leveraged by SPC to facil-

itate dense surface reconstruction. Let an image taken

at time index k be denoted by Ik : Ωk → R+ over the

pixel domain Ωk ⊂ R2. The measured image brightness

Îk(pj,k) (in units of I/F ) at a keypoint pj,k ∈ Ωk asso-

ciated with a landmark ℓj ∈ R3 can be modeled by

I(αj,k, βj,k, ϕj,k, aj) =

ajΛ(ϕj,k)

(
(1− g(ϕj,k)) cosαj,k + g(ϕj,k)

2 cosαj,k

cosαj,k + cosβj,k

)
,

(1)

where aj is the albedo at landmark ℓj and αj,k, βj,k,

and ϕj,k are the incidence, emission, and phase angles,

respectively, at landmark ℓj in the kth image. The

phase function, Λ(ϕ) =
∑4

i=0 Biϕ
i, describes the changes

in brightness with phase that are independent of αj,k

and βj,k, and the combination of Lambert and Lommel-

Seeliger photometric functions are weighted according to

g(ϕ) = C0 + C1ϕ, as proposed by Schröder et al.4

The Sun-relative direction sBk ∈ S2 in Ik, expressed

in a body-fixed frame of the small body B, can be esti-

mated using measurements from typical onboard instru-

mentation (e.g., Sun sensors, star trackers). The emit-

ted light vector eBk,j = rBCkB
− ℓBj can be determined

from the estimates of TBCk
∈ SE(3), i.e., the transfor-

mation from the camera frame Ck to B, and ℓBj pro-

vided by SfM. Finally, dropping the superscripts and let-

ting Tk denote TBCk
for conciseness, Equation (1) can

be written in terms of Tk, sk, and the surface normal

nj ∈ S2 at ℓj (also expressed in B) by noticing that

cosαj,k = s⊤k nj , cosβj,k = e⊤k,jnj/∥ek,j∥, and ϕj,k =

cos−1
(
s⊤k ek,j/∥ek,j∥

)
. We can now define a factor fSPC

corresponding to the presented PS constraints (assuming
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zero-mean Gaussian noise) as follows:

fSPC(Tk, sk, ℓj ,nj , aj ; Σk) ∝

exp
{
−1

2
|I(Tk, sk, ℓj ,nj , aj)− Îk(p̂j,k)|

2
Σk

}
. (2)

This allows for estimation of nj and aj using the mea-

surements Îk(p̂j,k), while also further constraining the

landmark’s position ℓj , Sun-relative direction sk, and the

position of the spacecraft rCkB.

Sun Vector Measurements. Our framework as-

sumes knowledge of the Sun-relative direction sk, which

can be measured directly by a Sun sensor. We assume

that the measurements ŝCk ∈ S2 are available at each time

index k and are expressed in the camera frame C. Re-

calling that Tk denotes TBCk
and sk is expressed in the B

frame, a measurement prediction function sC(Tk, sk) can

be defined to predict the measured incident light direc-

tion ŝC in the C frame from the current estimates of Tk
and sk, i.e., s

C(Tk, sk) ≜ R−1
BCk

sk. We define a factor fSS

to incorporate (simulated) Sun sensor measurements into

the estimation problem as follows:

fSS
(
Tk, sk; Σj,k

)
∝ exp

{
−1

2
∥sC(Tk, sk)− ŝCk∥

2
Σj,k

}
.

(3)

This further constrains the orientation of the camera

RBCk
and the Sun-relative direction sk.

Local Smoothness Constraints. While the photo-

metric minimization and Sun vector terms modeled by

fSPC and fSS, respectively, are sufficient to estimate the

surface normal and albedo, Horn5 indicates that the so-

lution tends to be unstable and gets stuck in local min-

ima. Thus, Horn proposed the use of local smoothness

constraints which minimize the “departure from smooth-

ness.” We define smoothness constraint factors as follows:

fSmooth

(
ℓj ,nj , ℓj′ ; η

)
∝

exp

{
−η

2

∣∣∣cos−1
(
d⊤
j′,jnj

)
− 90◦

∣∣∣2} , (4)

where η weights the local smoothness penalty, and dj′,j =

(ℓj′ − ℓj)/∥ℓj′ − ℓj∥.
Experimental Setup. Our experiments leverage im-

agery of the Cornelia crater on Asteroid 4 Vesta captured

by NASA’s Dawn mission for evaluation of the proposed

approach. We compare our pipeline against four differ-

ent baselines: the SPC solution, two different methods

based on stereophotogrammetry (SPG), and the dense

SfM solution (i.e., the proposed method without the SPC

factors). The root mean squared error between the mea-

sured, Îk(p̂j,k), and estimated, I(Tk, sk, ℓj ,nj , aj), image

brightness, normalized by the average measured bright-

ness, is taken to be the photometric error .4 The landmark

error is the distance between the estimated landmark and

the closest point in the baseline map (after alignment),

the normal error is the angle between the estimated and

baseline normal vectors, and the albedo error is the per-

cent error between the estimated and baseline albedos.

Implementation Details. Keypoint measurements

and matches are computed using DKM,2 which provides

dense, per-pixel correspondences. The 2,048 most confi-

dent DKM correspondences are input to the Georgia Tech

Structure-from-Motion (GTSfM) library to generate the

initial sparse SfM solution. Image brightness values are

(bilinearly) interpolated at the keypoints to derive the

measurements Îk(p̂j,k) used in the proposed SPC factors.

The image brightness measurements are assigned a stan-

dard deviation of σI = 0.01. The surface normals are ini-

tialized by finding the 32 closest neighbors to each point

in the point cloud and fitting a plane to this local terrain,

and the normal to the plane is taken as the initial surface

normal. Next, these initial surface normals are then used

to initialize the albedo by independently computing the

albedo in each image and taking the average.

The smoothness factors are inserted into the graph ac-

cording to the keypoints in the reference image (corre-

sponding to k = 0). Specifically, a smoothness factor

is inserted between a landmark, ℓj (and its associated

surface normal, nj) and a neighboring landmark, ℓj′ , if

∥p̂j,0 − p̂j′,0∥ ≤ 1. We found a very small value for the

local smoothness weight to work well for our experiment,

where we used a value of η = 10−4. We leverage the

GTSAM library3 to model the proposed approach using

factor graphs and optimize the resulting nonlinear least-

squares using the Levenberg-Marquardt algorithm.

Results. The resulting albedos, surface normals, and

photometric errors from our proposed SPC-SfM solution

are provided in Figure 2, where we achieve a mean pho-

tometric error of ∼1%. Next, we compare our solution

to the SPC reconstruction in Fig. 3. We are able to

achieve average normal errors of < 5◦ and albedo errors

of < 4%. However, our solution exhibits regions with rel-

atively large landmark errors. Yet, these large landmark

error regions are not present when comparing against the

SfM and SPG solutions, as shown in Fig. 4. This suggests

that the errors in the landmarks arise from errors in the

SPC solution, as opposed to our approach, purportedly

due to errors in the associated surface normal. Indeed,

since the map heights in the traditional SPC solution are

computed by integrating the slopes, errors in the slope

translate to errors in the landmark positions that prop-

agate from the points in the map where the slope errors

arise towards the direction of the integration.
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Figure 2. Reconstructed surface normal and albedo maps and photometric errors.
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Figure 3. Quantitative comparison between our solution and the SPC baseline with respect to landmark

error, normal error, and relative albedo error.
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Figure 4. Quantitative comparison between our solution and the SPC, SfM, and SPG solutions with

respect to landmark error.
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