
ON-ORBIT CROSS CALIBRATION BETWEEN THE OSIRIS-REX
ORBITING LASER ALTIMETER AND NAVIGATION CAMERA
Andrew J. Liounis1*, Jason M. Leonard2, Kenneth Getzandanner1, Brent J. Bos1, and Michael G. Daly3; 1Goddard

Space Flight Center (8800 Greenbelt Rd, Greenbelt, MD 20771) 2KinetX Inc. (21 W Easy St. No. 108, Simi Valley,

CA 93065) 3Centre for Research in Earth and Space Science (CRESS) 416 Petrie Science and Engineering Building,

York University, 4700 Keele Str, Toronto, ON M3J 1P3 *[andrew.j.liounis@nasa.gov]

Abstract. Accurate shape models of small bod-
ies provide both science value and resources for pre-
cision relative navigation. One instrument commonly
used for generating shape models is the laser altime-
ter. Laser altimeters require accurate intrinsic and ex-
trinsic calibration knowledge to produce accurate shape
models. Here, we describe a method used for updating
the intrinsic and extrinsic calibration parameters of the
laser altimeter onboard the Origins, Spectral Interpre-
tation, Resource Identification, and Security–Regolith
Explorer (OSIRIS-REx) spacecraft, OLA (OSIRIS-
REx Laser Altimeter). We perform the calibration
update by comparing the OLA scans with monocular
camera images of the asteroid surface captured by the
primary navigation camera.

Introduction. The Origins, Spectral Interpretation,

Resource Identification, and Security–Regolith Explorer

(OSIRIS-REx) mission to the asteroid Bennu successfully

collected a sample of Bennu’s surface in October of 2020

after having navigated in proximity to Bennu for about 2

years.1,2 Throughout proximity operations at Bennu, the

navigation team utilized relative measurements between

the spacecraft and Bennu to achieve very accurate knowl-

edge of the spacecraft’s state, down to the sub-meter

level.3–5 The most commonly used relative measurement

during this time period was terrain relative navigation

(TRN), where known features from Bennu’s surface were

identified in monocular images of the surface6,7 captured

by the primary navigation camera (NavCam 1).8,9 An

accurate shape model of Bennu’s surface was required in

order to determine these known surface features used for

TRN.

Multiple methods of building the shape model of Bennu

were used on the OSIRIS-REx project. The primary

method uses a process known as stereophotoclinometry

(SPC) to create a detailed shape model from only monoc-

ular images of the surface.10,11 This technique produces

excellent shape models for navigation purposes, but can

sometimes tend to smooth the terrain from what is actu-

ally observed. Therefore, a secondary method to gener-

ate a shape model was also used on the project, originally

intended purely for science purposes. In this secondary

method, global 3D point clouds from scans of Bennu’s sur-

face captured by the 2-axis scanning OSIRIS-REx Laser

Altimeter (OLA) were aligned and stitched together to

create a global 5cm resolution map of Bennu’s surface

without the flattening effects of SPC.10,12,13

In order to ensure that the resulting shape model from

the OLA scans was accurate, the intrinsic and extrinsic

calibration parameters for OLA needed to be known pre-

cisely. In the first attempt to build a shape model in

this method, it was discovered that the ground calibra-

tion of these parameters was no longer valid, as the re-

sulting shape model had the wrong aspect ratio and areas

of high residuals. Therefore, an on-orbit re-calibration

of the OLA intrinsic and extrinsic parameters was un-

dertaken by the project. The official method for doing

this, resulting in the published parameters, involved cali-

brating OLA by comparing overlapping scans of the same

surface region as described in Ref. 14.

Additional on-orbit calibration methods were also de-

veloped by the navigation team for OSIRIS-REx while

investigating the overall scale of Bennu, including cross-

calibration with NavCam 1, calibration through the use

of overlapping OLA scans, calibration in the larger or-

bit determination and geodesy framework,15 and cross-

validation with the guidance navigation and control

(GNC) laser imaging, detection, and ranging (LiDAR)

sensor.16 In the NavCam 1 cross-calibration method,

the focus of this paper, the OLA scans are compared

against monocular images captured by NavCam 1 dur-

ing the scan. This provides the opportunity to not only

calibrate the OLA intrinsic parameters against the Nav-

Cam 1 images, but also the relative extrinsic parameters

(position and orientation) between OLA and NavCam 1,

which is another important parameter for the precision

navigation. In the rest of this paper, we describe the

steps taken to perform this calibration and then present

the results from using it on the flight OLA and NavCam

1 data. We also discuss the limitations of the approach

and briefly compare it to the results using the official cal-

ibration procedure undertaken by the project.

Methodology. To perform the cross-calibration be-

tween OLA and NavCam 1, we used similar techniques to

TRN, where we render the individual OLA scans (after

tessellating them) and then use cross-correlation to match

the images with the scans. This then gives us correspon-

dences between the OLA scans and the images, which can

be put into a large linearized-least squares estimator to

estimate the calibration parameters. A detailed process

for generating the measurements feeding into the batch

least squares follows.

1. Identify OLA scans where a NavCam 1 image was

captured during the scan.

2. Create the body-fixed location for each OLA return

using the current estimate of the calibration and the
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spacecraft position knowledge.

3. Tessellate the body-fixed locations from a single scan

to create the observed surface.

4. Using the current estimates of the spacecraft position

and attitude, render the OLA scan surfaces into the

image space using a single bounce ray tracer.

5. Split the rendered scans into tiles of about 100x100

pixels.

6. For each tile from the rendered scans, use normalized

cross-correlation to align the tile to the captured im-

ages. The measurements then are the shifts from the

expected tile location in the image to the observed

tile location in the image.

An example of the residuals resulting from this process

for a single scan/image pair is shown in Fig. 1.

Once the measurements have been extracted for each

scan-image pair, the linearized-least squares estimation

can be performed. Specifically, in the estimation process

we determine the following parameters:

• A scaling multiplier for each axis of the scanning

mirror position.

• A range bias parameter for each mode of the altime-

ter (high energy mode and low energy mode).

• A relative attitude correction between OLA and

NavCam 1 for each image/scan pair.

• Optionally, a 3-axis shift between OLA and NavCam

1 in the spacecraft-fixed frame for all image/scan

pairs.

We use an inner/outer least squares loop, where we

first minimize the residuals without recreating the OLA

point clouds and template, and then we take the results

from the inner optimization to recompute the OLA point

clouds and template. All of these steps are performed

making use of existing capabilities from the Goddard Im-

age Analysis and Navigation Tool (GIANT).17

We now provide more details on each of the preceding

steps in the following subsections.

Identify OLA–NavCam 1 Overlaps. The first step in

the cross-calibration is to identify periods in the orbit

where a NavCam 1 image was captured simultaneously

while an OLA scan was also being captured. We restrict

ourselves to simultaneous for two reasons. First, this en-

sures that the OLA scan pattern will fall within the Nav-

Cam 1 field of view. Second, this minimizes the effects of

navigational errors in the calibration, which grow with the

separation time between the image and scan. Specifically,

this reduces the dependence on the estimated spacecraft

trajectory to be primarily the in-track velocity (since we

rely directly on the OLA return values for range, not the

spacecraft trajectory).

Create Point Cloud From OLA Scan Data. Next, for

each OLA scan identified, we convert the OLA range

returns into 3D point clouds expressed in the Bennu-

centered, Bennu-fixed frame. This requires using the cur-

rent estimate of the OLA intrinsic parameters (scan mir-

ror scales and range biases), the OLA extrinsic param-

eters (OLA frame alignment with the spacecraft frame,

OLA offset from the spacecraft COM), and the estimate

of the spacecraft’s position in the Bennu-centered, Bennu-

fixed frame. Though this step has a dependency on the

spacecraft navigation state, the dependence is minimized

because the same state is used with the NavCam 1 data

(hence the requirement for simultaneous overlap), thus

the effective dependency is only on the velocity of the

spacecraft and only for the duration of the OLA scan.

Tessellate the OLA Point Cloud. We now take the

OLA point cloud from each scan, and tessellate it into

a triangular meshed continuous surface. This allows us

to treat the point clouds as surfaces in GIANT and ren-

der what we expect the surface should look like. There

are a number of ways to perform this tessellation, but

in our analysis we convert each 3D point into a lati-

tude/longitude location in the Bennu-fixed frame, then

use a 2D Delaunay triangulation.18–20 The result is a

set of vertices in the Bennu-centered, Bennu-fixed frame

(the OLA point cloud) along with a connectivity matrix,

which are then converted into a GIANT triangle surface.

Render the OLA Templates. With the OLA data now

converted into a surface, we can render this surface into

the NavCam 1 image frame using the estimated space-

craft state at the time of the image, Bennu’s spin state

at the time of the image, the NavCam 1 inertial pointing

at the time of the image (estimated from an image of a

star field),7 and the NavCam 1 intrinsic calibration (es-

timated from images of star fields).9 We first transform

the surface from the Bennu-centered, Bennu-fixed frame

into the NavCam 1 frame, correcting for light time and

stellar aberration. We then perform a single-bounce ray

trace from NavCam 1, to the surface, and then to the sun

to determine the intersect locations, the surface normal

at each intersect location, and whether each intersect was

shadowed by some other piece of the OLA surface, or il-

luminated. We then take this data and feed it into the

McEwen reflectance function21 to determine the predicted

intensity for each pixel being rendered. This provides a

2D template of what we think the OLA scan should look

like in the NavCam 1 image based on all of the current

estimates.

Split the OLA Templates. With the full templates of

the OLA scans rendered in the NavCam 1 image, we

now split the templates into approximately 100x100 pixel

grids, chosen to closely resemble the size of templates used

in traditional surface feature navigation (SFN) analysis.

These grids enable us to extract multiple measurements

from each OLA scan-NavCam 1 image overlap across the

entire OLA scan. This is important because the OLA in-

trinsic parameters will cause distortions in the rendered
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Figure 1. An example of the residuals observed from a single scan-image pair using the discussed
technique. Both the image (left) and rendered scan (right) are shown.

template as they are changed, rather than global shifts.

With multiple points from each scan, we can begin to

observe these distortions in our estimation process.

Extract the OLA-NavCam Measurements. With the

split OLA templates, we can now extract our measure-

ments from the OLA scan-NavCam 1 image pairs. For

each tile in each template, we find the best alignment

to the corresponding NavCam 1 image using normalized

cross correlation, as is typical for OpNav techniques like

SFN.22 The result from the correlation based alignment

is a shift between the predicted tile location (the origi-

nal center of the tile in the image) and the observed tile

location (the location of the center of the tile in the im-

age which produces the highest correlation score). These

shifts are the observed minus computed residuals we feed

into the linearized least squares process.

Linearized Least Squares. We can now minimize our

observed minus computed residuals in a least squares

sense. As mentioned previously, we do this in an in-

ner/outer loop design.

Inner Loop. In the inner loop, we do not recreate the

OLA Scan tiles at each step, instead focusing on optimiz-

ing the computed location of each tile by updating the

OLA intrinsic and extrinsic parameters, along with an

attitude correction for each OLA scan. Changing these

parameters changes how the center of the each OLA tile

projects into the NavCam 1 images in much the same

way that adjusting the spacecraft position and pointing

knowledge changes how surface feature locations project

into images when solving the perspective-n-points (PnP)

problem as is done in SFN.22 The attitude correction is

important to remove any large initial errors in the resid-

uals which could mask the effects of the intrinsic parame-

ters. Because this is linearized least squares, we linearize

the non-linear measurement model by taking the partial

derivative of the measurement model with respect to the

various parameters being estimated in the typical fashion.

We also therefore must iteratively minimize the residuals

until convergence. The derivation of the analytical par-

tial derivatives is particular to the parameters being es-

timated as well as the models of the instruments being

considered and is therefore left to the reader.

Outer Loop. In the outer loop, we take the current es-

timate of the various parameters from the last inner loop

iteration and use it to recompute the OLA tile measure-

ments (the observed locations). This involves repeating

steps 2–6 from before. Once we have regenerated the ob-

served locations, we re-enter into the inner loop. The

looping continues until convergence criteria are met.

Results. We now provide a brief discussion of the re-

sults using this technique to validate the intrinsic cali-

bration of the OLA instrument. The OLA instrument is

unique in that it is a scanning altimeter and additionally

carries 2 different powered modes. This leads to the in-

trinsic parameters of the OLA model being the azimuth

scan mirror scaling (α), the elevation scan mirror scaling

(β), an additive range bias for the high energy laser mode

(bh), and an additive range bias for the low energy laser

mode (bl). For this analysis, we identified 69 instances

when a NavCam 1 image was captured during an OLA

scan, of which we chose 30 to fit within computational re-

sources. These parings produced about 1600 observables

(after removing outliers) that could be used to estimate

the calibration of OLA.

Observability Analysis. To begin, we simply looked at

the formal covariance matrix for all of the intrinsic and

extrinsic parameters to identify which were observable for

our anlysis, shown in Fig. 2. As shown in the figure, the

uncertainty on the range biases is very high (on the or-

der of 1.25 meters 1σ), indicating that the range bias is

largely unobservable (since it is expected to be on the

20cm level).15 Additionally, there is high correlation be-

tween the shift in the spacecraft frame (px, py, and pz)
and a number of the parameters, including the scan mir-

ror scale parameters (α and β) and the sample frame

correction (rx, ry, and rz). Based on this, we determined
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that the range biases and the shift in the spacecraft frame

are largely unobservable from this dataset (which makes

intuitive sense given that monocular images are not par-

ticularly sensitive to changes in distance or small lateral

shifts). Therefore, we only chose to estimate the scan

mirror scales (α and β) and the frame offsets (rx−rz per

image-scan pair).

Estimation Performance. We then turned to per-

forming the actual calibration using the methods dis-

cussed in this paper. We set the a priori values for the

mirror scales to 1 for each axis, the range bias for the

high energy and low energy laser to 20 cm and 0 cm,15

respectively (since we were not estimating these), the ini-

tial frame offset for each pair to 0 radians each axis, and

the positional shift between OLA and NavCam 1 in the

spacecraft frame to 0 cm. This resulted in an estimate of

1.007133 for the azimuth mirror scaling, 0.9994 for the el-

evation mirror scaling, and frame corrections around 0.1

degrees per each scan-image pairing. All of these esti-

mates have high signal-to-noise ratios, indicating that the

estimator is confident in the values. The official scan mir-

ror estimates from other approaches are 1.0073 and 1.0,

respectively (elevation scaling was fixed at 1.0),14 showing

that the technique was able to achieve good agreement

within the bounds of the formal uncertainty (within 1

sigma). The modified covariance matrix from this cali-

bration is shown in Fig. 3. The a priori residuals before

the calibration are shown in Fig. 4. The post-fit residu-

als after the calibration are shown in Fig. 5. As can be

seen, the calibration process greatly reduces the residuals

to within the expected performance bounds. In the post-

fit residuals, we believe that the bi-modal distribution in

the x-direction is due to a poor image-scan frame align-

ment estimate for a single pair, likely caused by a small

collection of outliers.

Conclusion. In this paper, we described a novel cross

calibration technique between a 3D scanning laser altime-

ter and a monocular 2D camera which involves rendering

the scans of the altimeter into the image and using least

squares to estimate the intrinsic and extrinsic parameters

which control the scan point cloud and projection. The

technique was shown to work for the OSIRIS-REx OLA

and NavCam 1 instruments, producing results that agree

well with the official calibration from the project. How-

ever, just as other techniques have shown, this technique

is also unable to fully resolve the intrinsic parameters of

OLA (specifically, the range biases are largely unobserv-

able). This technique provides a unique concept for fu-

ture in-flight cross-calibration of altimeters, LiDARs, and

monocular cameras. Though in this paper we focused

primarily on estimating the intrinsic parameters for the

altimeter, this process should be equally valid for estimat-

ing the intrinsic characteristics of the monocular camera

as well with a different set of partial derivatives.
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Figure 2. The modified covariance matrix shown as a double heatmap assuming measurement
uncertainty of 1 pixel 1σ. The main diagonal represents the 1σ uncertainty for each parameter and
utilizes the horizontal colormap depicted along the bottom of the figure. The off-diagonal elements
depict the correlation coefficient (between -1 and 1, with 1 implying perfect correlation) and utilize
the vertical colormap depicted along the right of the figure. The parameters are: α is the scaling
of the azimuth mirror angle, β is the scaling of the elevation mirror angle, bh is the range bias for
the high energy laser in units of km, bl is the range bias for the low energy laser in units of km,
rx−z is an example of the frame offset between OLA and NavCam 1 (repeated for each scan-image
pairing) represented as a rotation vector, and px−z is the shift in the spacecraft-fixed frame in units
of km.
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Figure 3. The modified covariance matrix shown as a double heatmap assuming measurement
uncertainty of 1 pixel 1σ. The main diagonal represents the 1σ uncertainty for each parameter and
utilizes the horizontal colormap depicted along the bottom of the figure. The off-diagonal elements
depict the correlation coefficient (between -1 and 1, with 1 implying perfect correlation) and utilize
the vertical colormap depicted along the right of the figure. The parameters are: α is the scaling of
the azimuth mirror angle, β is the scaling of the elevation mirror angle, and rx−z is an example of
the frame offset between OLA and NavCam 1 (repeated for each scan-image pairing) represented
as a rotation vector.
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